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Rethinking Problems for Grid Computing 
 

Folding@Home as a compute-intensive example 
 

Problems that invite parallel processing are sometimes called “embarrassingly parallel”. A phone 
company, for example, might speed up its billing simply by dividing customer accounts into batches, 
which could then be processed concurrently. In this case, it’s easy to see how the work could be 
efficiently distributed, once the job has been broken down into independent sub-tasks. Traditional, 
back-office data processing jobs often can be broken down just as easily, but some applications require 
more imagination to make them suitable for parallel processing and distributed computing. 
 
For example, many supercomputing problems that appear to require a large number of tightly coupled 
processors and a huge, shared memory can, with some creativity, be solved without making these 
assumptions. In other words, by rethinking problems, it is often possible to find more efficient solutions 
that do not require specialized processors with super high-speed interconnections between them. This 
has been dramatically demonstrated by recent advances in bioinformatics, where some of the most 
difficult problems in computing are being tackled by very large numbers of inexpensive PCs, working in 
parallel. 
 
A case in point, Stanford University’s Folding@Home project demonstrates how problems that were 
thought to be intractable are being solved through a grid of thousands of widely dispersed PCs, 
harnessing more parallel processing power than all of the world’s supercomputers, combined. The 
problem, protein folding, involves using molecular dynamics to determine the three-dimensional shape of 
a protein, starting from nothing but a one-dimensional sequence of amino acids. Understanding the 
shapes of proteins and how they spontaneously fold into the their natural forms is extremely important to 
gaining a deeper understanding of the mechanisms of diseases, techniques of drug synthesis, and 
biological processes in general. 

 
 
Fig. 1: Experimentally observed 
native shape of the ß-hairpin 
The three-dimensional structure of a 
single immunoglobulin binding domain 
(B1, which comprises 56 residues 
including the NH2-terminal Met) of 
protein G from group G Streptococcus, 
as determined in solution by nuclear 
magnetic resonance spectroscopy. 
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What makes the problem so difficult is the staggering amount of computation required to perform such 
simulations, which require calculating all the forces acting on all the atoms. Even for a relatively small 
protein, a single nanosecond of simulation may require a solid day of processing on a fast PC, and 
millions of such steps are required to observe the complete folding behavior of a single molecule with 
sufficient accuracy. 
 
Simulating just one microsecond of folding can take months of supercomputing time. In fact, so much 
horsepower is needed that researchers have only recently been successful at simulating the folding of 
very short proteins. In 2001, Folding@Home set a record by using its volunteer network to simulate the 
first 38 microseconds in the folding of a snippet of protein (known as the beta-hairpin). The previous 
record was one microsecond, and that took several months on a Cray supercomputer. 
 

Fig. 2: Simulated folding of the ß-hairpin 
 

 
 

A succession of snapshots from the folding trajectory for one member of the folded ensemble (out of 8 
independent series, consisting of 100 Trial simulations each). At generation 41, one sees a cooperative 
formation of the fully formed hydrophobic core and of the key hydrogen bonds (Tyr45-Phe52, Trp43-Val54). 
This event marks the completion of the folding process of the peptide and is accompanied by the RMSD, 
the total energy, and the total average number of hydrogen bonds all reaching their final, equilibrium values. 
After the peptide has folded, the hairpin structure remains fairly stable. 

 
At first glance, it might appear that there is no good way to divide up this problem, since only one 
molecule is involved and interactions between all of its atoms must be taken into account. Furthermore, 
since each step inherently depends upon the previous step, there is no practical way to transform a 
sequential simulation into steps that can be performed entirely in parallel. Were it not for one very 
significant optimization, the collective power of all existing computers would not be enough to solve this 
problem by sheer, brute force. 
 
A key insight in this particular case stems from the observation that the total time in such simulations is 
dominated by waiting for rare events that strongly influence what follows. Essentially, this means that 
most of the processing can be skipped for intermediate states between these significant “folding events”, 
vastly reducing the required amount of work and serial constraints of the problem. 
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The approach used by Folding @ Home is to give thousands of independent home PCs a molecular 
configuration with the same set of coordinates, but a different set of velocities for each atom. After some 
considerable time, when one PC finally succeeds at finding an acceptable lower-energy state, all of the 
other PCs are notified to stop working on this configuration, and begin another unit of work starting 
from the newly discovered configuration. An important feature of this algorithm is its near-linear 
scalability: the time it takes to predict the shape of a single protein is roughly proportional to the number 
of machines attacking the problem. 
 

Fig. 3: Stereoscopic comparison of simulation vs known native state of BBA5 
 

 
 

 
Three-dimensional representation of a folded conformation (a) obtained by 
simulation, together with the experimentally determined native structure (b) of a 
small (23-amino acid) protein known as BBA5. With large-scale distributed 
computing, the multiplexed-replica exchange molecular dynamics (MREMD) 
method was tested starting from a fully unfolded state, generating more than 200 
microseconds of aggregate atomistic molecular dynamics simulation time. 
Overall, the conformation reached by simulation shows a good agreement with 
experiment, with well-defined secondary structure. (Relax your eyes to visualize 
these 3-D images.) 

 
Of course, protein folding is just one particular example, and it isn’t obvious how to use the same 
techniques in an entirely different scenario. Actually, though, similar optimizations can be applied to 
studying the dynamics of many kinds of complex systems and other types of “Monte Carlo” simulations. 
More generally, the Virtual Supercomputing model lends itself well to optimizations where selective 
feedback from one process is used to refine the behavior of other processes, sometimes leading to 
dramatic speedups. 
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Storing intermediate values in a database for later consolidation is another good way to handle 
computationally intensive applications that seem to require a “giant main memory”. In fact, the general 
technique of using a database to hold the results from multiple parallel processes has many commercial 
uses. This method, for example, can greatly accelerate long-running Monte Carlo simulations that 
analyze the exposure of a complex mix of investments, such as derivatives, to changing interest rates, 
inflation, exchange rates, portfolio diversity, etc. 
 
Base One’s grid computing software provides a solid foundation for building cost-effective solutions to 
very large scientific or business problems, without requiring dedicated, high-performance computers. 
Sometimes a little deep thinking is required, but there are all sorts of “tricks” that can turn an application 
into a promising candidate for grid computing. Once in place, the production system can be upgraded 
safely and continuously to handle additional supercomputing problems - each solved in its own 
“embarrassingly obvious” or occasionally, very clever way. 
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Selected links to the Folding@Home web site at Stanford University: 
 

• Home page: http://www.stanford.edu/group/pandegroup/folding/ 
• Scientific background: http://www.stanford.edu/group/pandegroup/folding/science.html 
• Recent research papers: http://www.stanford.edu/group/pandegroup/folding/papers.html 
• The basics of Monte Carlo simulations: 

http://www.stanford.edu/group/pandegroup/folding/education/montecarlo/index.html 
• Proteins: http://www.stanford.edu/group/pandegroup/folding/education/protein.html 
• Simplified summary of Phys. Rev. Letters article of 5/28/2001: 

http://www.stanford.edu/group/pandegroup/folding/education/papers/phy_rev01.html 
• Why not just run on a supercomputer?: 

http://www.stanford.edu/group/pandegroup/folding/faq.html#project.supercomputer 
 


